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The research problem 

Explainability and interpretability of AI models obtained by training deep neural networks (DNNs) is an 
important and challenging problem, given the presence of different DNN layers and structures, huge 
number of weights (often in billions), task dependent training, supervisory information and data 
distributions. In this project, we aim to look at explainability and interpretability of deep neural network 
models via discreteness of neural network weights (e.g. binarization, quantization, discretization). We also 
aim to investigate the relations between learned representations in such settings and the quality of 
decisions made by the task dependent layers of the DNN. Development of broad theoretical frameworks 
and developing theoretical tools for specific situations are envisaged. The project will also involve 
development of training, inference, interpretability and explainability tools and techniques for special cases 
(e.g. computer vision, audio/speech data, natural language,etc.).  
 

 
Project aims 

The aim of the project is to improve the efficiency, usability and our understanding of Neural Nets and 
Machine Learning. 
 
 
 
 

 
 
What is expected of the student when at IITB and when at Monash? 

At IITB, the student will complete the course work components necessary for PhD and will also clear a qualifier exam. 
The student will start working on the project while being at IITB. At Monash, the student will continue their work, while 
being exposed to a brand new academic environment.  
 
 
 
 
 
 
 

 
 
 



 

 

Expected outcomes 
Development of new techniques, algorithms and models in machine learning (ML) and deep learning (DL) have 
become the norm of the day. Though the utility of new methods developed in ML and DL has grown, it is still not clear 
how the decisions and results obtained from these methods can be usefully interpreted by a user. Another aspect is 
that most of these methods lack the ability to explain the rationale behind the decisions they make. The current project 
will involve developing tools and techniques which would help improving these aspects of interpretability and 
explainability of deep neural network models. The developed tools and techniques will also help in improving the 
interpretability and explainability aspects of deep learning methods for diverse types of data (e.g. computer vision, 
manufacturing systems, speech and audio, etc.) 

 
How will the project address the Goals of the above Themes? 

. The project will involve recent developments in using optimization techniques (especially discrete optimization) and 
development of novel model architectures, training schemes towards these goals.  
 
 

 
Potential RPCs from IITB and Monash 

Provide names of the potential research progress committee members (RPCs) and describe why they are most suited 
for the proposed project 
 
 

 
Capabilities and Degrees Required 

Expected Skillset:  
1. Strong background in linear algebra concepts and probability concepts.  

2. Good background in machine learning concepts and deep learning concepts. 

3. Exposure to discrete optimization and continuous optimization. 

4. Good background in computer programming concepts.  

5. Expertise (at least 3 on a scale of 1 to 5, 5 being highest) in Python programming.  

6. Good communication skills.  

7. We are looking for highly motivated and enthusiastic candidates for this project.  

 
 
Necessary Courses    

Name three tentative courses relevant to the project that the student should complete during his/her coursework at IITB (the student 
will require to secure 8 point in these courses) 

1. A course on Optimization/Discrete Optimization 
2. A course on Deep Learning/Machine Learning  
3. A course on Probability and linear algebra.  

 
 
 
 
 
 
 
 

 



 

 

Potential Collaborators 
Monash has dozens academics in its DSAI department, so there will be no shortage of potential collaborations.  
 
 
 
 

 
Keywords relating to this project to make it easier for the students to apply.  

 
Explainability, Interpretability, Deep learning, Discrete deep neural networks 
 

 
 


